Capitolo 0. INTRODUCTION 6.1

Sampled systems

e Let us consider the following continuous-time linear system:

[ x(t) = Ax(t)+Bu(t) Ul(s) Y(s)
GO {30 - ont e

e Inserting a zero-order hold Hy(s) at the input and a sampler (of period T')
at the output of system G(s), one obtains the following discrete system:

e The input-output dynamic behavior of the new sampled system G(z) is
described by the following discrete time state space model:

G(s): { x((k +1)T) i Fx(kT) + Gu(kT) U(z) G2 Y (2)
y(kT) = Hx(kT)

e Matrices (A, B, C) and matrices (F, G, H) are linked as follows:

T
F =¢AT, G:/ e2B do, H=C
0

e Being F = A7 the sampled system G(z) is stable if and only if the
continuous-time system G(s) is stable.

e Since matrices F' and G depend on parameter T, it is useful to study how
the reachability and observability properties of the sampled system G(z)
vary with the sampling period 7.
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Capitolo 6. SAMPLED DATA SYSTEMS

6.2

—--- Matlab commands

e For a linear system with only one input, the following property holds.

Theorem. Let (A, b) be a reachable system and let T be a sampling
period. The corresponding sampled system is reachable if and only if for

each couple A\;, \; of different eigenvalues of matrix A having the same
real part it is:

2%k
Im()\i—)\j)#%:kws k=41, £2, 43 ...

For linear system with only one output, the following property holds.

Theorem. Let (A, c) be an observable system and let T' be a sampling
period. The corresponding sampled system is observable if and only if for

each couple A\;, \; of different eigenvalues of matrix A having the same
real part it is:

2%k
Im()\i—)\j)%%:kws k=41, £2, 43 ...

A direct consequence of the previous two theorems is the following: if
all the eigenvalues of matrix A are real, then the sampled system always
holds, for each T > 0, the same structural properties (reachability and
observability) of the corresponding continuous-time system (A, b, c).

A=[ -2 -3 0; % System matrix
3 -2 0; poles =
1 1 -4];
b= [1; 0; 1]; % Input vector -4.0000
c=1[0 1 1]; % Output vector -2.0000 + 3.0000i

Sys=ss(A,b,c,0);
poles=eig(A)
Rpiu=ctrb(4,b);
det_Rpiu=det (Rpiu)
Omeno=obsv(A,c);
det_Omeno=det (Omeno)
Tc=2%pi/6;
SysD=c2d(Sys,Tc) ;
[F,G,H]=ssdata(SysD)
RpiuD=ctrb(F,G);
det_RpiuD=det (RpiuD)
OmenoD=obsv (F,H) ;

s
) (4

det_OmenoD=det (OmenoD) Y

Continuous-time system
Eigenvalues of the system
Reachability matrix
Determinant of matrix Rpiu
Observability matrix
Determinant of matrix Omeno
Sampling period

Sampled system

Matrices of the sampled system
Reachability matrix of the sampled system
Determinant of matrix RpiuD

Observability matrix of the sampled system
Determinant of matrix OmenoD

-2.0000 - 3.0000i
det_Rpiu = 42
det_Omeno = -75

det_RpiuD = O

det_OmenoD = O
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Capitolo 6. SAMPLED DATA SYSTEMS 6.3

Example. Given the following continuous-time system:

() — {_01 é]x(t)+[(1)]u(t)

y(t) = [0 1]x(t)

compute the corresponding sampled system. Let:

] ] ey

-1 0 1
Matrix F is:
_ar | cosT  sinT
F=e _[—sinT COST]
Matrix G is:

T T
G = / eABdo = </ eA"da)B
0 0
T ) : T
_ coso sino do 0 _ | sino —coso
/0 [—sina cosa] [1] [COSO‘ sin o ]
B sin’l’ 1 —-cosT 0] | 1—cosT
| cosT =1 sinT 1| sinT

Matrix H is equal to matrix C.

The sampled system has the following structure:

cosT sinT 1 —cosT
x(k+1) = {—sinT cosT]X(k)Jr { sinT’ }u(k:)
yk) = [ 0 1] x(t)
where
x(k) = x(kT), y(k) = y(kT), u(k) = u(kT)
The eigenvalues of matrix A are Ay = j, Ay = —j. The reachability matrix of the sampled
system is:
[ 1 —cosT cosT +sin®T — cos? T
+ _ _
R*=IG FG| = | sinT  —sinT +2sinTcosT ]

[ 1=cosT cosT + cos2T
- sinT  —sinT 4+ sin 27T

When T' = 7 the system is not completely reachable, in fact:

20
Ri =[5 o
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Capitolo 6. SAMPLED DATA SYSTEMS 6.4

The determinant of matrix R™ is:
'RY| = —2sinT(1 —cosT)
According to the reachability theorem, the sampled system is reachable if and only if:

2k 2km
T = =k
7é Im()\l — )\2) 2 d

Similar considerations hold also for the observability matrix:

_ 0 1
O = [ —sinT cosT]
Also in this case, the sampled system is observable if and only if T" =£ k. The characteristic
polynomial of matrix F is:

21— F| = (2 —cosT)? +sin*T
The eigenvalues of matrix F are the following:
212 =cosT + gsinT = eIt

The transfer function G(s) of the continuous-time system is:

v =cei-ar=(o1[1 U] [z

The transfer function G(z) of the corresponding sampled system is:

G(z) = H(I-F)"'G

= [0 1]

z—cosT —sinT ] ' [1=cosT
sin’l’ z —cosT sinl’

1
= —sin7T z —cosT
(z—cosT)QJrsinQT[ ) [
sinl'cosT —sinT + zsinT' — sinT' cosT
22 —2cosTz+1

sinT(z — 1)
22 —2cosTz+1

The same result can also be obtained applying the Z-transform to the function H(s)G(s)
where H(s) is the zero order hold:

1 ——cosT
sin’l’

G(z) = Z[Hy(s)G(s)] = 2 [1—§5TS23+J =(1-27)2 [(5211)}

zsin T _ sinT(z—1)
22—92cosTz+1 22—2cosTz+1

= (127
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6.5

Example.
u(t) acting on a mass (m = 1):

mi = u(t)

X

Let us consider the following inertial system composed by an external force

u(t)

Let us compute a discrete static state feedback u(k) = Kx(k) which puts in the origin
the two eigenvalues of the feedback system (dead-beat controller).

Let x be the state vector:

=2,

The state space equations of the system are the following:

Iy
T = T,
%)

[UQI.Ct

x(t) = [8 é]x(t)—l— [g]u(t)
y(t) = [1 0]x(t)
The matrices F and G of the corresponding sampled system are:
1 T
F=er = [ 01 ]
and . . -
o [ [ [17] 2]
0 0 0o L

The sampled system has the following structure:

x(k+1) = [(1) ?]x(k)Jr[%_
y(k) = [1 0]x(t)

The characteristic polynomial of matrix F is:

Ap(2) = (z = 1> =2 - 22+ 1.

T2 7

Let K= [ ki ko }T be the feedback gain vector. Setting u(k) = Kx(k), one obtains the

following system matrix for the discrete feedback system:

1+ kT T+kT
k’lT 1+k2T

The characteristic polynomial of matrix F + GK is:

F+ GK =

Meiak = (2—1—kL)(z =1 kT) — kT(T + kL)

2= 24kl + D)2+ 1+ kT - kL)

Zanasi Roberto - System Theory.

AA.2015/2016



Capitolo 6. SAMPLED DATA SYSTEMS 6.6

Imposing A\r.gKk = 2> one obtains:

2+ kT + kil =0 L [3+r=0 by = — o,
1+ kT — kL =0 1+ kT2 =0
that is:
K=[-7 -]
The same result can also be obtained as follows:

<~ nef[F 7))

— [ 1 3 ]
T2 2T
Substituting, matrix F + GK can be expressed as follows:
1 T

-1 _1
T ~ 2

A dead-beat controller always satisfies the following property: the system state x is moved
from the initial point x(0) to the final zero state x = 0 in a number n of steps which is
equal to the dimension of state space (in this case n = 2), whatever it is the value of the
sampling period T.

Clearly, when the sampling period T decreases the amplitude of the control signal u(k)
increases. In fact, it is:

and u(l) = Kx(1) = K(F + GK)x(0)

A U

11

= [ 7= 3 |x(0)
If the state xo = & is not measurable, a dead-beat reduced order observer can be used.
The state space transformation x = Px transforms the system as follows

01

P:[]:P_l L) =k = H?]X(zﬁwlé}u(/{)

y(k) = [0 1]x(k)
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Capitolo 6. SAMPLED DATA SYSTEMS

6.7

From relation A;; + LAy = 1+ LT = 0 one obtains L = —
order observer has the following form:

N~

where
o(k+1) = (A1z + LAg)y(k) + (Bi + LBo)u(k) = —7y(k) + Lu(k)

The transfer function G(s) of the continuous-time system is:

G(s) =

52

The transfer function G(z) of the corresponding sampled system is
—1 2
z—1 =T L
_ 2

G(z) [10][ 0 z—l] [T]

. 12
T 2+1
2 (z—1)?

The sampled system g(z) can be obtained as follows:

G(z) = Z[Ho(s)G(s)]

- Z [ié} — (1 — Z_l)Z [l]

s s3
B T z(z+1)
= U= )5
T (z+1)
2 (2—1)2

. The dead beat reduced
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Example. Let us discretize the following continuous-time linearized model of an inverted
pendulum:

() = [O 1]x(t)+[ O ]u(t):Ax(t)JrBu(t)

ag 0 17

y(t) = [1 0]x=Cx(t)
The transfer function G(s) of the system is:

—)\2
gM(s—N)(s+ A)

G(s)=C(sI—A)'B =

where A\ = ,/ag. The corresponding discrete sampled system (F, G, H) can be deter-
mined as follows. Let T" the sampling period. The eigenvectors vi and vy of matrix A
corresponding to the two eigenvalues \; o = £ are:

1 1
)\1:—)\ — Vlzl_)\], )\2:)\ — V2:|:>\]
Setting T = [ Vi V3 } matrix F' can be computed as follows:
1 1][e? 0 —1
_ Amp—1 _ )
e RV I A A 1 Y
AT =)A\T inh(\T
_ 1| eMyeM % _ | cosh(AT) w
i MM — e T) AT e Asinh(AT')  cosh(A\T)
Matrix G has the following form:
G / L AR gy — / T[T cosh(AT) — S2RO) o .
o | Asinh(AT) cosh(AT) | | —27

B —Asinh(Ao) Jo — 1 | —cosh(Ao) g

B gM — A2 cosh(A\o) 7= gM | —Asinh(Ao) |,
1 — cosh(AT)

gM —Asinh(AT)

Since H = C, the sampled system (F, G, H) has the following structure:

sin 1—cosh(AT)
h()\T) h(A\T)
k+1) = cos A L gM L
x(k+1) [)\sinh()\T) cosh(pT) | X — 2atr) k)

y(k) = [10]x(k)
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The system is reachable and observable for any value of 7" > 0. In fact, the reachability

matrix:
1 | 1—cosh(AT)  cosh(AT) — cosh(2AT)

~ gM | Asinh(AT) Al — 2cosh(AT)] sinh(AT)

has the following determinant:

R+

[cosh(AT") — 1] sinh(AT)

+ _
det R™ = =2\ ERVE

which is zero only when 7' = 0. Moreover, the observability matrix:

1 0
O = |
cosh(\T) M

has a zero determinant only when 7" = 0. It can be easily proved that the transfer function
G (z) of the discrete system is:

(z+ 1)[1 — cosh(AT)]

G(z)=H(:I-F)""G = GM(z — o) (z — ¢ 1)

One can easily verify that the transfer function G(z) can also be obtained using the following
formula:

1_65T

S

G(2) = Z[Ho(s)G(s)] = Z [ G(s)]

S

G(s)] =(1-2z1Hz [

where G(s) is the transfer function of the continuous-time system:

—)\2
gM (s —N)(s+ \)

G(s) =
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